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Mirosław ŁUKOWICZ*, Krzysztof SOLAK*,
Paweł WICHER*, Bernard WIECHA*

OPTIMIZATION OF CURRENT MAGNITUDE ESTIMATORS
BASED ON MARQUARDT–LEVENBERG ALGORITHM

Digital filtering, correlation methods, time delay methods, signal differentiation are the most
commonly used methods of estimating fundamental frequency orthogonal components utilized in
magnitude estimators. The foundation for designing filters used in aforementioned methods are usu-
ally demanded frequency responses or signal models with their parameters to be estimated. A weak
point of both approaches is frequency-domain modelling ignoring time-domain performance of the
magnitude estimators. In order to fulfil the requirements of protection with the optimum speed for
many different configurations, operating conditions and construction features of power systems, it is
necessary to develop magnitude estimator design methods aimed at modelling with respect to high-
speed response with simultaneous acceptable estimation accuracy in the steady state.

The article discusses the implementation of Levenberg–Marquardt algorithm to optimization of
current magnitude estimators designed for power system protection with the focus on estimators used
in instantaneous overcurrent relays. The paper presents details of optimizing algorithm, power system
model used for acquisition of signal patterns and estimator performance analyzes.

1. INTRODUCTION

Current is the earliest protection quantity used in power system relaying. Modern
numeric relays, equipped with digital filtering algorithms eliminating undesirable
harmonics from protection signals, provide an accurate magnitude measurement of
current and voltage fundamental components. However, the accuracy is sacrificed by
the long duration of estimation transients after the disturbance inception.

The speed of current magnitude estimation is essential when concerned with in-
stantaneous overcurrent relays referred to as High Speed (HS) overcurrent relays.
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These protections are used in medium voltage networks as main protections for clear-
ing high level current faults and in some single-end fed 110 kV power lines.

HS protection calls first of all for short time magnitude estimation transients while
ensuring adequate accuracy for the assumed signal model with its disturbances such as
e.g. decaying DC component and harmonics occurring in the pre- and fault states.

The article presents the method of designing orthogonal filters optimized with
respect to predefined magnitude estimator algorithm they are to be used in. The op-
timization process is determined by the adopted objective function, the training sig-
nal model resulting from faults modelled in the single-end fed 110 kV power line,
and the model of harmonic distortions occurring in these networks in Polish power
system.

Digital filter design is a multistep process in which one can specify the steps es-
sential for the project and the final properties of obtained filters. The primary step is to
determine the desired properties of the filter, which usually translates to determine the
desirable complex frequency response. One should then make choose of filter class
and determine the criterion according to which the choice of filter coefficients will be
made. The last step is the choice of the best solution method for formulated task and
its solution.

The desired magnitude or phase diagrams, or both these two diagrams, are the
foundation of the project in most methods of FIR filter design. Sometimes, instead of
the phase diagram the desired diagram of the filter group delay is proposed.

Usually, the basis for FIR filter design is a polynomial approximation. Filter design
methods can be classified with respect to the complexity as computer aided filter de-
sign methods and traditional methods. The term traditional methods should be under-
stood as methods in which the filter design is carried out without the use of iterative
techniques, i.e. window methods based on inverse discrete Fourier transform [1]. The
traditional methods are not computationally very complex, and their applications are
limited to quite specific cases with respect to approximated characteristics. When us-
ing the traditional design, additional requirements relating to the properties of the filter
in time or frequency domain cannot be taken into account. Therefore, this article pres-
ents the optimal estimator design method dedicated for measuring of the fundamental
frequency voltage or current component magnitude.

2. MAGNITUDE ESTIMATORS

2.1. FUNDAMENTALS

One group of magnitude estimation methods is based on orthogonal fundamental
frequency components of the analyzed periodic signals. According to the Pythagoras’s
theorem magnitude of sine wave can be calculated from the following formula
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where ic, is are orthogonal components evaluated for instant n. One can obtain or-
thogonal components, for instance of current i, by digital filtering with coefficients
bc( j), bs( j) of the pair filters according to the following formulae
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These filters should provide a phase shift of /2 and the same modules of output
signals for the fundamental frequency. Moreover, the proper shape of the frequency
response above and below the nominal power system frequency should be ensured.
Usually impact of harmonics and decaying DC offset on orthogonal components esti-
mation should be minimized. This very well define requirements of filtering protection
signals as far as magnitude estimation accuracy in the steady state is concerned, how-
ever no specification are given explicitly regarding the interaction between magnitude
and phase responses and the estimation transient state desired. The most commonly
used filters that meet the basic requirements listed above are orthogonal sine-cosine
filters referred to as full cycle Fourier filter. These filters introduce the estimation
transient state of the length that is equal to the length of filter data window. Moreover,
the impact of decaying DC current components on magnitude estimation based on
these filters is significant.

2.2. ESTIMATOR DESIGN BASED ON TARGET PATTERN PRESENTATION

In the proposed method, two filters orthogonal only near the system frequency,
are design by minimizing of the objective function that is expressed by the following
formula
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is a parameter vector of the estimator.
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For a given set of training cases, function Q takes value of the cumulative weighted
squares of estimation errors. The error is defined as difference between the magnitude
estimate squared and target estimate squared. An estimate error for n-th sample in k-th
fault case is expressed as follows

     nkIkInke ,ˆ,,,, 22  nBB (5)

The square of (1) is used in (5) to avoid the computation of the partial derivative of the
square root function.

The value of the objective function for a fixed set of training examples depends
only on filter coefficients employed in the estimator (1-2). Sets Bc and Bs of 20 coeffi-
cients each constitute set B of parameters to be optimized.

The weighting function W in (3) defines the estimate transient state length (M) and
steady state for  NMn  . This function eliminates from training process these data
windows that are associated with sampling instants before the fault inception desig-
nated with N.

  
 

 














1for0
0,,AND1for1

for1
,,,

Nn
nkeNMnN

NMn
nkeMW BB (6)

Values taken by weighting function are shown in Fig. 1. The length of the transient
state denoted by M is a parameter of the proposed estimator. The corresponding esti-
mate is arbitrary for this state, but should not be greater than the magnitude at the
steady state. This results in that only those moments of the transient state are used in
the optimization, for which the error exceeds 1, i.e. when the overshoot of the magni-
tude estimate occurs.

In the proposed approach, current samples for all fault cases are normalized to pro-
vide the steady state magnitude equal to 1 as depicted in Fig. 1.

One group of iterative optimization techniques are methods based on the gradient
of the objective function calculated with respect to the optimized quantities. In the
proposed approach the gradient of (3) relative to the coefficients of Bc consists of
components computed with the following formula
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and components obtained with respect to coefficients in Bs with formula as follows:
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Fig. 1. Values taken by weighting function in pre fault, transient, and fault state

Since Levenberg–Marquardt method is adopted in this approach the approximation
of Hessian of the following form
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has to be determined. The components of Hessian are expressed by the following for-
mula:
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Updating of the coefficients in row matrix B for p-th optimizing epoch is pro-
ceeded according to the rule proposed by Levenberg and Marquardt
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where I is the unit matrix and  time-varying factor weighing between the Newton–
Rapson method and the steepest descent method [2].

2.3. POWER SYSTEM MODEL

Training data set consists of examples of current waveforms and the corresponding
target magnitudes taken from the steady state. Aforementioned waveforms were re-
corded for faults in 110 kV line modelled in EMTP (Fig. 2) under analog filtering with
330 Hz cutoff frequency and sampling frequency of 1 kHz. Additionally, training cur-
rent waveforms were artificially distorted with harmonics of maximum magnitudes as
given in Table 1.

Fig. 2. Modelled 110 kV system

Table 1. Accepted levels of harmonic distortions
for nominal power system conditions

h# I [A]
2 40
3 70
4 25
5 30
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3. RESEARCH OUTCOMES

The estimator (1-2) underwent optimization for different lengths of the tran-
sient states with parameter M varied from 0 to 20. The maximum relative errors of
measurements with respect to maximum error of algorithm (1) based on the full
cycle Fourier filter were evaluated for all received optimal estimators. The errors
were compared on the basis of the same set of fault cases, yet unused for the opti-
mization.

Figure 3 illustrates the unit impulse response of two filters obtained for the
adopted 7 samples length of the transient state. As one can see, the windows of these
filters are neither symmetric nor anti-symmetric, so that the phase characteristics of
these filters are non-linear. However, the fundamental component magnitude esti-
mation according to (1) does not require linearity of phase displacement in wide
range of frequency yet only calls for both filters to have the same value of magni-
tude and constant relative phase shift equal to /2 for close proximity of 50 Hz
(47 Hz–52 Hz). Furthermore, both characteristics (phase and magnitude) for higher
frequencies should be shaped to provide a compromise between the expected re-
sponse rate estimator (1) and its accuracy (eliminating the impact of harmonics) for
samples of steady state i.e. for n exceeding M + N. The frequency responses of both
optimized filters for M = 7 are shown in Fig. 4.

0 2 4 6 8 10 12 14 16 18 20
-0.5

0

0.5

1

coefficient index - n

b c
(s

)(n
)

 

 

bc_7(n)
bs_7(n)

Fig. 3. Unit imulse response of filters optimized for M = 7
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Fig. 4. Frequency response of filters optimized for M = 7

Figure 5 presents example estimate of current magnitude for the ground fault in
110 kV line. In addition, estimates realized with the conventional algorithm (1)
based on full cycle Fourier filter and based on original and differentiated signal are
depicted. As one can see, the response of the optimized estimator shows its immu-
nity to the decaying DC component as well as its rapid reach of the steady state
magnitude. The shortening of the estimation transient state duration when com-
pared to response of the conventional algorithm can be assessed to about 12 sam-
ples, i.e. 12 ms.

The performance analysis of the three aforementioned measuring algorithms car-
ried out based on the testing signal set allowed for determination of their upper and
lower response bounds. Envelopes of response families for unified currents of ana-
lyzed estimators are depicted in Fig. 6. It also gives definition of the maximum rela-
tive errors used to prepare Fig. 7.

Analyze results for all investigated estimators for M varied from 0 to 20 sam-
ples are presented in Fig. 7. The diagram shows that estimators designed for the
adopted signal model resulting from fault conditions modelled in 110 kV are char-
acterized by a smaller maximum error starting from M > 7 when compared with
conventional measuring algorithm. Figure 7 also shows that expanding the length
of the transition state above M = 9 only slightly reduces the maximum relative
errors. The error, as compared with the conventional algorithm, can be for M = 20
reduced to about 0.45.
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orthogonalization by signal differentiation, and optimized filters obtained for M = 7
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Similar studies were carried out for algorithm optimized for maximum length of
the response transient state of 20 samples. The corresponding impulse and frequency
responses of the filters are shown in Figs. 8 and 9, respectively. As one can see from
comparison of Figs. 5 and 9, resignation from forcing the rapid response allows for
better filtering of high frequency components in particular 2nd and 3rd harmonic. The
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Fig. 7. Maximal relative estimation errors with respect to the error of full cycle Fourier algorithm
versus the length of the transient state of M samples
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effect is clearly visible as small errors in the steady state, i.e. narrower envelope in
Fig. 10 vs. Fig. 6. However, the ability to eliminate the effect of the decaying DC cur-
rent component in both temporary and steady state has decisive influence on the qual-
ity indicator presented in Fig. 7.
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Fig. 9. Frequency response of filters optimized for M = 20
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3.2. FREQUENCY DEVIATION IMPACT ON MAGNITUDE ESTIMATION

Since the system frequency undergo continuous fluctuations and is not constant in
long time intervals, all estimators of electrical quantities such as magnitude, imped-
ance etc. should be insensitive to frequency deviation in the vicinity of the nominal
system frequency. Occurring system frequency variations should not exceed the limits
of 49.5 Hz to 50.2 Hz for normal conditions of the power system, however variations
in the range 47.0 Hz to 52.0 Hz are accepted.

Figure 11 shows errors of magnitude measurement of purely sinusoidal signal as the
function of frequency. As can be seen the error of estimation is zero for full cycle Fourier
algorithm, yet only for 50 Hz. The accuracy of this algorithm decreases the deviation
pulse, but is still higher when compared with estimates based on the filters designed by
means of proposed technique. The accuracy of the conventional method is greater in the
frequency range from about 49 Hz to 50.4 Hz. Outside this interval the measuring algo-
rithm based on filters optimized for M = 7 is more accurate. One may also notice a rela-
tively higher resistance of the algorithm based on filters optimized for 20 sample transient
state. In this case, estimation errors are less than 1% for the frequency deviation of ±3 Hz.
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Fig. 11. Magnitude estimation errors vs. deviation of the system frequency

4. CONCLUSION

The paper presents optimization method of magnitude estimators intended for in-
stantaneous overcurrent protections. Assumptions regarding the project were primarily
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to ensure the prompt estimator response after a fault inception and simultaneous re-
duction of transient state errors resulting mainly from the decaying DC current com-
ponent.

By appropriate choice of the signal model, the proposed approach allows for arbi-
trary forming of magnitude characteristics of the filters. This selection is carried out
by selection of the power system model determining transient states of electrical phe-
nomena, the appropriate choice of the fault phenomena model, i.e. arc model, interfer-
ences occurring in the normal operation of the power system as well as the impact of
instrument transformers on protection quantity wave shapes.
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CYBERSECURITY RISK ANALYSIS
AND THREAT ASSESSMENT WITHIN

SMART ELECTRICAL POWER DISTRIBUTION GRIDS

Development of electrical power systems and their integration with an increasing number of
smart automation devices compel to undertake a new approach to the issue of the system’s security.
Reliability of an electrical power system and high service availability are the essential characteristics
of efficient strategic electricity customers, i.e.: large industrial facilities, railway transport, medical
service providers and life-saving institutions. The time of manual or automatic system recovery after
a failure, which increases its security, is not without significance, either. The article discusses the is-
sues of risk assessment and management, including the overall process of analysis and assessment of
threat probability in electrical power systems.

1. INTRODUCTION

The beginning of the XXI century marked rapid development of digital technol-
ogy in critical systems, which gave them brand new significance to efficient and
secure functioning of a country. Systems with extensive structure and range of
their functionality, such as: fuel distribution, drinking water supply, mass media
and communication, and especially electricity suppliers, currently constitute the
most important branches of economy, and disruption of their operation might put
a country or its citizens at risk of serious consequences. During the last twenty
years, protection of these systems has become very important due to increasingly
complicated infrastructure and new threats. These systems also pose a challenge
for their designers.

Potential system failures (regardless of the system’s current technological level) di-
rectly determine the system’s efficiency, but also indirectly – scope of the impact

_________
*Wrocław University of Science and Technology, Department of Electrical Power Engineering,

Wybrzeże Wyspiańskiego 27, 50-370 Wroclaw, Poland, e-mail: robert.czechowski@pwr.edu.pl
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which influences bodies using the system’s services. Making strategic decisions on
designing, managing and developing an electrical power system can significantly in-
fluence a country’s functioning and development perspectives in the future, and espe-
cially be of importance for its security and international position, as well as its eco-
nomic and defensive potential. Moreover, political turmoil, conflicts and international
crises occurring in certain regions can directly impact a country’s energy security.
Another possible cause of a crisis constitutes actions rooted in sabotage, and threats
originating from third parties, like acts of terrorism.

Supply of electrical energy by use of a smart grid is increasingly often tied to
digital information flow, allowing for both continuous monitoring of the demand,
and control of the grid itself. In effect, it will directly translate into its increased
efficiency. Such solutions allow for flexibly shaping the demand and adjusting the
supply to daily requirement. Combined with utilization of energy-efficient devices,
smart solutions and fully automated technological processes, it will increase ener-
getic efficiency of the entire system. To a certain degree, these solutions will also
limit potential risks related to failures or intentional attacks. Recently, more meth-
ods and technical measures have appeared to aid in system operation optimization
and minimizing potential effects of disrupted system operation. They include such
actions as: risk analysis and threat assessment, created for the needs of centralized
management. In order to effectively utilize the aforementioned methods, it is essen-
tial to sweep the supervised system and identify threats whose removal requires
nonstandard procedures and resources. It is worth mentioning that risk (lat.: Risico)
is a possibility to make profit or sustain losses as a result of a certain action, and
threat assessment means evaluation of a given threat’s impact based on its origin,
duration, effects and determination of resources necessary to neutralize it. Among
the many definitions, the most adequate one, in the context of an electrical power
system, is operational risk which constitutes possible adverse effects of computer
system errors or organizational errors.

Risk estimation and threat assessment methods allow to notice and take preventa-
tive action, as well as determine the degree of security improvement in an electrical
power system as a result of the undesirable situation. On one hand, the decision maker
has to consider purely technical solutions, on the other – consequences resulting from
possible discredit of the system and lost trust for a given operator.

2. STRATEGY

The general security strategy for smart grids assumes both common and specific
needs for individual infrastructure parts, i.e.: security of information, data bases and
technological process visualization. The main tasks of cybersecurity strategies are
making employees aware of potential threats and taking action in order to prevent
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them. Nevertheless, a strategy to react, mitigate the effects of a failure or cyberattacks,
and make a full system recovery should be developed in case of a cyberattack against
an electrical power system.

Implementation of a security strategy requires determination and implementation of
a specific threat assessment process dedicated to assure cybersecurity of an entire
smart electrical grid. The associated risk concerns probability of an undesirable inci-
dent or event, as well as related consequences. Organizational risk can encompass
many kinds of risk (e.g.: risk related to investment, budget, strategy management,
legal responsibility, automation digital security, inventory and information systems).
The most common causes of increase and emergence of risk are:

– human errors – losses sustained due to human mistakes inside the company or
mistakes of external employees (e.g. customer extortion),

– process errors – losses reflecting potential weaknesses in procedures,
– poor work organization – risk resulting from e.g. changes implemented into

management or communication methods,
– technological errors – equipment failures, software errors, network outages or

failures of other kinds of technology, as well as loopholes in security measures
of IT systems,

– external causes – legal proceedings or natural disasters.
Risk assessment process in a smart grid is based on existing ways and methods of

risk assessment devised by the private and public sectors, and it encompasses identifi-
cation of consequences, vulnerability to attacks and threats. In order to assess risk in
relation to a smart grid, their protection has to be flexible and include coexistence of
all components of the system, as smart grids encompass systems from sectors of IT,
telecommunication and energy. Risk assessment process concerns all three sectors and
their interaction with smart grids and smart metering. All in all, priority goals of IT
system security measures include confidentiality, as well as integrity and accessibility.
In industrial control systems, including power systems, accessibility takes priority
over all security measures, then comes integrity, and then confidentiality. The goal of
risk management process is also indication of so-called strategic goals – determining
what actions should be taken in order minimize the possibility of a threat or its conse-
quences. Fig. 1 shows exemplary components and course of action, which can be as
follows:

– threat analysis – indication of where threats can be found, description of their
scenarios,

– prevention – determination of a strategic goal, undertaking ventures necessary
to achieve the strategic goal, and the necessary forces and resources,

– preparation – determining where locally, regionally and nationally implemented
programs are indicated, whose goal is increased security,

– response – determination of response principles, as well as response priorities in
case of threats,
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– historical data analysis – analysis of crisis events that have taken place in the
past (according to the following parameters: date or time interval; place/area of
appearance; short description; consequences of the loss),

– conclusion analysis – analysis of conclusions derived during the preceding
events related to the analyzed case.

Fig. 1. Chart of threat analysis and estimation process’ organization.
Legend: 1 – analysis and plan of action, 2 – determination of forces and resources for a strategic goal,

3 – realization of the strategic goal.

Awareness of borne risk is definitely very important in decision-making on the fi-
nancial market. Sometimes, however, it is worth taking risks, as it often turns out that
greater risk leads to potentially greater profit (sadly, also greater possible loss). The
possibility to make above-average profit is enough of a temptation for some financial
institutions to decide to take the risk, exposing themselves to possible losses. In line
with the act on crisis management [1], these goals have been ordered according to
their importance and the ones that take priority from the perspective of national secu-
rity have been indicated. For all strategic goals, the indicated elements are strength
and resources necessary to achieve them, as well as ordered undertakings which must
be realized in order for a strategic goal to be achieved.

3. RISK ANALYSIS AND ASSESSMENT

In analysis of consequences for critical infrastructure, it is determined – if and
how a given scenario influences the functionality of a given critical infrastructure
and if there is a potential threat to the system. In line with the act on crisis manage-
ment [1], critical infrastructure is understood as a system and interrelated functional
objects that constitute it, including construction objects, telecommunication equip-
ment, telecommunication installations and other services crucial for the security of
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a country and its citizens. The constituents also aim at ensuring proper functionality
of public administration bodies, as well as institutions and businesses. Still, each
critical infrastructure is very important from the perspective of security of a coun-
try’s operation, especially: mass media service providers, water and energy fuel
suppliers – the most important of them are electrical power systems. Such a strong
and high position of electrical power systems is caused by virtually every branch of
economy being reliant on the supply of electricity. From this point of view, the in-
frastructure of creation and distribution of electricity encompasses nearly all sys-
tems, from communications systems, teleinformation networks, financial markets,
healthcare and rescue, to logistics systems (Fig. 2).

Fig. 2. Diagram of risk analysis process.
Diagram of communication between participants and agents

Risk analysis process is also a pre-determined course of action which is described
in directives or internal documents of a given company. The analysis procedure can be
written, graphical or tabular, based on which a given scenario has been developed. It is
also recommended to include a map indicating the area and reach of a potential threat,
separate for each scenario [2]. From the formal perspective, the document should in-
clude all important information that may influence the final assessment and outcome
of risk estimation. Detailed risk analysis should be divided into individual analytical,
decision-making and implementation stages. The most important constituents of risk
analysis and estimation, although not the only ones, are entry parameters (stage 1)
which include:

– threat monitoring, warning and alarm system,
– threat characteristics and assessment of its occurrence risk,
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– risk map and threat map,
– list of tasks and responsibilities of crisis management participants in the form of

security grid,
– list of strengths and resources available for use in crisis situations,
– crisis response procedures determining the course of action in crisis situations,
– plan of communication and power organization in case of cascade failure,
– principles and procedure of damage assessment and documentation,
– procedures of initiating energy reserves,
– principles of informing the population of threats and course of action in case of

threats [3].
After the probability and consequences have been determined, it is possible to indi-

cate the risk value (stage 2). Risk value for each scenario is indicated on the risk ma-
trix showing the dependence between probability and consequences (Fig. 3). Visuali-
zation is not only helpful in quick classification of a given event, it also allows for
reading the distribution of most critical situations in relation to their probability.

Fig. 3. Risk values have been color-marked:
from minimal (A1) do extreme (E5)

Another stage is a process of risk acceptance (stage 3) within category 4:

– accepted risk (A) – no additional security measures are required, current solu-
tions and their assigned forces and resources are accepted, standard monitoring
actions are undertaken,

– tolerated risk (acceptable) (B) – assessment should be made of other solutions
or possibilities to implement small organizational, legal or functional changes
which will contribute to security improvement,

– conditionally tolerated risk (C, D) – additional security measures should be
implemented within a certain period and the utilized solutions should be im-
proved,

– unacceptable risk (E) – immediate action should be taken to assure and improve
security, and to implement additional or new solutions.
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In the final stage, justification of risk acceptance level should be made (stage 4).
Occurrence frequency is often based on historical data and shared experience with
bodies undertaking similar activities. Government crisis response documents are often
the source of risk estimation concept [3]. Potential threats can be classified as follows:

– very rare (1) – the event might occur only in exceptional circumstances,
– rare (2) – it is not expected for the event to happen, prior occurrence of the

threats has not been documented in similar organizations or reports made after
an incident. There is little chance, reason or other circumstances for the event to
happen,

– possible (3) – might happen in a certain time and conditions, rarely by accident,
events are sometimes documented entirely or most often partly. There is some
chance, reason for the event to happen,

– probable (4) – there is a probability that the event will take place in specific cir-
cumstances, such events are systematically documented, and information on
them is provided. There is a specific reason or cause for which the event takes
place,

– very probable (5) – the event is expected to happen, it will take place in most
circumstances, and such events are well documented [4].

Risk analysis and estimation is a very complicated process which requires not only
synthetic knowledge of its creation methodology, but also practical industry knowl-
edge both appropriate and required by a given system. The greatest problem for de-
signing an analytical model aimed at helping with decision-making is estimation of
potential threats’ impact and preparation of adequate solutions, taking priorities,
means and system recovery time into account.

4. CYBERATTACKS
AND ELECTRICAL POWER GRID FAILURES

Presently, cybernetic threats we deal with in today’s world are characterized by
high precision and sophistication. In terms of extensive electrical power systems, it
means that critical systems must be systematically monitored and analyzed in case of
threats, also in the form of an intentional attack. Large-area electrical power grid fail-
ures caused by destructive actions of third parties is the worst possible scenario. Such
an attack may target the entire energy sector – power plants, thermal power plants,
transmission and distribution networks, even low-voltage networks. High vulnerability
of a system to damage and attacks might cause very spectacular and costly failures
which include:

– large-area electrical power grid failures – network failures cause by weather
factors in large concentrations (natural disasters), causing serious disruptions in
electricity supply throughout larger areas.
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– widespread long-term system blackouts – dysfunction of the electrical power
system of a country or its significant portion – disappearance of energy supply
ability to a large number of consumers in sufficiently long time or weather con-
ditions.

– power deficit – limitations in electricity supply and consumption caused by a short-
age of production capacity in state system power plants or resulting from lim-
ited transfer capabilities [4].

The contemporary grids’ problems detailed above are events most often caused by
spontaneous damage of elements in an electrical power grid and system, related to
impact of weather factors – causing local disruptions in electricity supply. In recent
years, however, a brand new threat, related to actions of third parties, has emerged
– cybernetic attacks – they are some of the most effective and most bothersome (as far
as damage goes) actions striking against an electrical power system’s operation secu-
rity and its related cooperative bodies, and electricity consumers. Cyberterrorism is
becoming an increasingly common method, as the only things necessary to undertake
cyberattack-related actions are a computer and World Wide Web connection. It is
worth mentioning that the cyberspace has no control barriers, but the attacker’s expe-
rience plays a significant role, as they not only need ICT and programming knowl-
edge, but also industry knowledge specific for the attacked system. Attack targets
may vary vastly – from an operator’s system management center, to transmission
and distribution networks, to low voltage networks – electricity meter grids and
smart home gateways controlling local automation and receptions. The probability
of discovering loopholes in a seemingly secured electrical power system is relatively
high. This is evidenced by media reports on subsequent large-area failures (or attacks),
such as: Pakistan (26 January 2015) [5], Kuwait (11 February 2015) [6], the Nether-
lands (27 March 2015) [7], Turkey (March 31, 2015) [8], USA, Washington, Spokane
County (November 17, 2015 [9]), Crimea (21 November 2015) [10].

Poland is not currently among countries targeted by terrorist attacks. However, be-
cause of the country’s international activities, like participation in Afghanistan opera-
tions, policy of cooperation with the USA, the risk of a terrorist attacks against strategic
objects, including critical systems, cannot be completely ignored. The common causes of
failures include the human factor (ignorance, disregard for regulations, bribery, frustra-
tion, ideology), system and data modification, organizational and technical errors, sabo-
tage, damage or theft of transmission elements, which might lead, among others, to:

– disruptions in functionality of hydro-technical infrastructure devices,
– disruptions in communication infrastructure: urban, rail and air,
– disruptions in functionality of communications systems and teleinformation

systems: limitation or complete loss of radio and phone communications, threats
to proper functionality of an IT system,

– hindered information flow and no access to data necessary for security and
public order services to work,
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– suspension of border checks of passengers, transports,
– failure of a banking system and non-cash transactions,
– no functionality of central accounting systems,
– lack of or limited telecommunications or mail services.
Cybernetic security of electrical power systems covers all issues related to automa-

tion and communication, which influence functionality of the tools governing these
systems. It also includes tasks of prevention, mitigation of consequences, as well as
facing other cybernetic terrorist events.

5. CONCLUSIONS

The considerable degree of complexity of electrical power systems, which has be-
come especially apparent in the recent years, inclines to take a brand new look on
security of electrical power systems. Except for procedures described in a security
policy, decision-making should be also supported by decision models of risk analysis
and estimation. These models are a valuable tool for making decisions in situations
with uncertain or difficult to predict results. Risk estimation process allows the deci-
sion-maker to make a final decision based on historical data, current status, expected
profit or possibility of potential losses. Based on analysis of many cases, a system
designer or a person responsible for the security of an existing system can determine
and estimate risk accompanying normal operation of an electrical power system. It
requires the decision-maker to constantly monitor the system and be ready to devise
emergency plans and quick response in case of threats to the project’s success. If there
are no formal courses of action prepared for potential decisions, an attempt should be
made to prepare a formal document based on historical data, containing a description
of action for e.g. when risk is acceptable and when it should be reduced. Decisions
should be made along with the entire team responsible for risk management in the
company, especially with people responsible for management of the entire organiza-
tion, not just the security segment. Risk estimation models dedicated for electrical
power systems are the second (after the security policy) most important element con-
stituting security of the system’s operation. Risk estimation involves convincing our
consciousness to make more accurate decisions regarding the state of system security,
and then undertaking certain preventative actions, all the while having the organiza-
tion’s main goal in mind, which is most commonly maximizing profit and minimizing
losses. As a result of risk analysis, we can conclude what threatens the security of our
system and what the consequences of these hazards coming to life may be. The de-
scribed methods also allow to decide what to do with identified and classified risk. It
should be remembered, however, that effective risk management requires adequate
analytical knowledge, time and often significant financial resources.
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The paper presents a static model of the price calculation for the various alternative electricity
sources, and includes technical and economic performance of different energy sources for the guar-
anteed power. The table with calculated technical and economic indicators for various alternative en-
ergy sources is provided. The presented dynamic model which unites energy indicators of power gen-
erating systems and economic indicators of the closed macroeconomic system because price
regulation on the power market of Ukraine happens in a statics. That’s why not allowed to perform an
assessment of dynamic change of the tariff price of the electric power in the local isolated systems.
When abrupt change isolated power generating capacity of the system is changing the tariff price of
electricity cannot be taken into account when using static models. An example of the isolated system
consisting of the diesel generator and the consumer is reviewed. The model allows to research influ-
ence of transition processes of the generator on change of cost indicators of an economic system, and
also to estimate the adequate tariff price both for the producer, and for consumers of the electric
power. This model is modelled in Matlab.

1. INTRODUCTION

At development of the system of management of power supply of knots of the dis-
tributed generation the combination of the centralized and decentralized management
can lead to contradictions with tasks which minimize consumption of other resources
(water, gas, etc.) [5], [15]. Therefore it is necessary to choose criterion of efficiency
which would be the general for various problems of management and I allowed to
carry out a complex assessment of a condition of system of power supply of local ob-
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ject of Micro Grid. Such criterion is the integrated cost parameter which allows esti-
mating the direct and mediated expenses necessary for development and consumption
of electric energy, and losses from her inefficient use.

Because as criterion cost is used, it is expedient to apply the theories developed in
economic branches [2], [6], [10] to realization of optimum behaviour of system. Then
the problem of optimization is reduced to the joint solution of the equations describing
electromagnetic processes in technical devices and the equations considering cost
factors [4], [7]. As target functionality which value has to be minimized the cost of
energy which pays off as amount of energy, increased by the corresponding tariff op-
erating in this interval of time is chosen. The accounting of tariffs it is necessary as
only existence multitariff systems of payment gives the chance to lower expenses by
transfer of intervals of work of separate loadings of intervals of lower tariffs, and the
moments of turning on of alternative generators – in intervals of higher tariffs of
a network. The modern technological level allows to apply the current tariffs for the
electric power of a network [1] to realization of formation of more flexible manage-
ment with feedback and an assessment of a condition of the operated objects.

Optimum function of management which allows providing performance of the set
useful work as loadings with minimization of expenses is result of the solution of
a task. Optimum function of management represents set of values of the operating
parameters in the set time intervals.

For the purpose of the accounting of cost factors (processes of consumption, pro-
duction, the budgetary restrictions) by development of systems of management of
power supply of knots of the distributed generation the electro technical equations
are combined with the equations borrowed from the economic theory [2]–[4], [6],
[7], [11]–[13]. Such combination leads to creation of electro-cost models which,
except definition of currents and tension of electro technical objects of Micro Grid,
the minimization of cost costs of service and use of these objects allowing solving
a problem.

The model of the general equilibrium allows describing and solving a wide range
of the problems arising at management of power consumption in a common market of
MicroGrid.

With the development of the Smart Grid technology [16] there are widespread iso-
lated systems, including power generation systems based on diesel generator. Regula-
tion of electricity prices now is not dynamic, and based on the set value [16], [22].
There are many available methods for a spot forecasting, for example, presented in
[23], which produces forecasts for the electricity price in the spot market, for a term of
24 hours and can be used for the spot trade optimization. Another method for a elec-
tricity price forecasting is pointed in [24], where a single-hour and 24-hour models are
used to study the electricity price forecast. For a fixed hourly tariff price, availability
a considerable part of transients in the base period of time causes significant deviation
of actual established tariff prices, that leads either to a lack, or an excess of money in
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the system. The apparent actuality creating a flexible dynamic tariffication that will
provide a money balance between consumer and producer of electricity.

The problem of the development of dynamic tarrification rose much earlier, for ex-
ample in [25] presented an integration of consumer and utility, applications oriented
theoretical models, for the purpose of establishing an overall systems approach to the
behavior and interaction of the participants in a dynamic tariff environment. This
method assumes that industrial loads which can be started or stopped without technical
limitations, so the starting and stoping times are so short that they can be taken as
zero. Another method presented in [26] is based on dynamic models to correctly in-
corporate the fundamentally dynamic nature of power system regulation and incentive
the corresponding desirable actions. In [27] presented a dynamic pricing strategy for
Smart Grid. The objective of this strategy is to discourage concentrated electricity
usage and flatten peak load in the power system. The price is subject to multiple fac-
tors such as location, time, and usage. Current pricing strategy links the price to time
and location only and ignores its usage-dependent nature. The methods considered
above do not take into account the influence of transient processes when switching
operating modes. It is obvious that the duration of transient processes in generator has
a direct impact on the cost parameters of an isolated system, i.e. the deviation of actual
tariff price of electricity from that accepted by static values set out in the existing
model of hourly billing. As a part of the introduction of a flexible tariffication we need
a dynamic electro-cost model that combines energy and economic indices of the
closed power generating system, consisting of a generator and consumer, that allows
to explore the impact of transients generator to changing value indicators of the eco-
nomic system and calculate an adequate tariff price for producers and consumers.

The rest of this paper is organized as follows. Section II describes the general prin-
ciples of creation of electro-cost models. Section III is devoted to the static model of
the isolated electro-cost system. Section IV illustrates the dynamic model isolated
electro-cost system. Section V shows the research of transition processes in system.
Section VI is dedicated to conclusions of the paper.

2. GENERAL PRINCIPLES OF CREATION OF ELECTRO-COST MODELS

At creation of control algorithms of power supply of knot of the distributed gen-
eration taking into account cost factors the greatest interest is caused by the theory of
the general equilibrium [6] which allows formulating conditions of the most effective
management of power supply with providing the minimum cost expenses in a com-
mon market of production and consumption. From positions of the economic theory
products produced and consumed in the market of the local system (Fig. 1) is electri-
cal energy. The electric network and alternative generators, being a part of system,
carry out a role of producers of production, and loading-her consumers.
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Fig. 1. The balance of production and consumption

For each electro technical device (the generator or the consumer of energy) it is
necessary to solve the optimum problem in the field of minimization of expenses with
ensuring efficiency of functioning. Set of separate optimizing tasks allows to formu-
late a problem of the general equilibrium and to define the most expedient strategy of
adaptation of management both separate devices, and all system taking into account
the expenses necessary for maintenance of this balance in the system providing opti-
mum use of energy [6].

Electro-cost model of the general equilibrium in a common market of production
and consumption of electric energy:
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where Н and F – number of consumers and sources in compliance; f
jW  and h

iW  – the
amount of energy, makes each generator f and each consumer of h respectively con-
sumes, W – excess of the developed energy which can’t be used that defines a condi-
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tion 0W ; f
jr  and h

ir  – volumes of expenses of i a look, ,,1 mi   necessary for
electricity generation by each generator f and for functioning of the consumer of h.

Under a common market of production and consumption in this context set of the
devices making and consuming energy and also channels of an exchange of energy at
the certain tariff rates (prices) means.

Use of the given models allows describing the technical and economic processes
proceeding in separate components of electro technical object of Micro Grid, interac-
tion between them, and also the general behaviour of object is realized for achieve-
ment of an overall objective of ensuring effective management of power supply.

3. STATIC MODEL ISOLATED ELECTRO-COST SYSTEM

For quantitative estimation and comparison of different energy sources in uninter-
ruptible power supply system the generalized method is used for estimation of most
important parameters common for considered sources [2], [7], [11].

1) Specific equipment cost of energy supply system:

nom

eq
spec P

K
B  (2)

where Keq is the cost of equipment set; Pnom – nominal power of the system;
2) Lifecycle of energy supply system that is regulated by equipment manufacturer

for each concrete system separately. On the average, lifecycle of PV cells and wind
generators is about 15–30 years. The lifecycle of diesel generators is limited by
amount of working hours and depends on the type of equipment, working conditions
and other factors;

3) Consolidated year expenses for the generation of 1 kW of total capacity per
year:

P
CKPZ cr 

 (3)

where Pr is regulatory value of profitability; Kc is common investment; C – expenses for
technical support service, maintenance, repair; P – total capacity of supplied object;

The general capital investments of Kc are in turn calculated as:

mpreqc KKKK  (4)

where Keq is equipment set cost; Kpr is the value of designing, definition of placement
location, and installation; Km is cost of construction and installation works, installation
cost.
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The standard coefficient of profitability in (3) is calculated as:

ex
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P 1
 (5)

4) Prime cost of 1 kW*h generated by alternative sources:
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where Wgen(t) is total generating power of the system for some period t; K(t) – ex-
penses for the generation for the period t.

Expenses on generation of energy during t time:
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Total generating power is calculated as follows:
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where Pgen(t) is the power generated for the period t.
So, based on the equations given above, provided t < Tex cost of 1 kWh of electric-

ity generated by power plants on the basis of alternative energy sources is calculated
using the following formula:
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5) Payback period of energy supply system under the condition Pgen < Pr can be
calculated as:
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where Cnetwork is actual tariff for electrical energy from the power network 220 V.
6) Profit from system functioning – the difference between the revenue and corre-

sponding expenses:

)()()( _ tKtWCtT gentotalnetworkpr  (11)
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where Cnetwork_total is the tariff for electrical energy from the state power network of
public use [8], [10].

For each of types of alternative power sources there would be some distinctions in
efficiency assessment. In particular, such distinctions could be caused by the way of
energy tracking, or other factors and indicators connected with structural features of
different kinds of generating systems.

The prime cost of different AES is calculated by formulas above, and the decision
about expediency of their use, sale or purchase of the electrical energy by the calcu-
lated prices is accepted.

The analysis of different pricing methods showed the effectiveness of the method
of maximizing the current profit based on the demand for the calculation of electrical
energy price [11], [12].

Behind this method the price pays off on the following formula [9]:

N
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tCC invpr
primeel 




100
)( (12)

where Npr is desirable rate of return as a percentage; Kinv – it’s the size of the invested
capital; N – the planned sales volume.

4. DYNAMIC MODEL ISOLATED ELECTRO-COST SYSTEM

With development of the Micro Grid [16] technology the isolated systems which in
particular are power generating systems on the basis of the diesel generator [17] were
widely adopted. Usually such systems have limited power and limited loadings. Price
control to the electric power happens not dynamically so far and proceeding from the
established cost. At the tariff price fixed hourly, existence of a large number of transition
processes in basic a period causes a considerable deviation of the actual tariff price es-
tablished that leads either to a shortcoming, or to surplus of means in system. Relevance
of creation of flexible dynamic tariffing is obvious that it will allow providing balance of
means between the consumer and the producer of the electric power.

Within introduction of flexible tariffing creation dynamic electro – the cost model
uniting power and economic indicators of node of the distributed generation, consist-
ing of the generator and the consumer by means of which it is possible to investigate
influence of transition processes of the generator on change of cost indexes of object
of MicroGrid, and calculations the adequate tariff price for producers and consumers
of the electric power is required.

System “the producer–the consumer of the electric power” it is schematically pre-
sented in Fig. 2 as the closed macroeconomic system [18] which combines dynamic
and economic parts of the isolated system.
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Fig. 2. System “the producer–the consumer of the electric power”

The generator provides electricity power P to consumer, and the consumer pays its
cost in the amount of CP  P, where CP is unit price of power. Generation system
spends a certain amount of funds received for the purchase of fuel CB  B, where СВ is
unit price of fuel, and a certain amount on their own needs. Received remaining of
funds is the profit of the system. The balance of closed power generated system de-
scribed by the Fisher equation [19] will look like:

PCBCVM PB 

where M is money supply, which rotates once per time TV, [uah]; V = T/Tv is number
of turns of the money supply M during the analysed period of time T.

Depending on his needs, consumer can increase or decrease the amount of electric-
ity, characterized by level of power, so for some tariff interval t change of generated
power will be happened, with the balance equation takes the form:

)()( PPCCBCVM PPB 

Having presented changes in tariff price as: 
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and considering that t
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that describes the dynamic change of the CP depending on capacity, that provides
a per-second tariffication when t = 1 s. Component P will not be used in this study,
but it is necessary for the modelling in future tests.

Equation of the capacity expansion for diesel generator is presented in the follow-
ing form:
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BP
dt
dP B  





(14)

where B is efficiency of the generator,  is conversion factor of fuel produced in
power,  is the time constant for the generator.

The construction of equations (13) and (14) gives a result of a dynamic system
which is:
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where CB  B =   CP  P, 

1  – rate of profit of the economic system.

To reflect the changes in the output of the power generated in the resulting elec-
tro-cost model used value B, despite the fact that M and V are close to constant.
This assumption is based on the following facts. Money supply M is removed and
returned to the system about once per quarter, respectively, studied in a small time
interval, number of turns V will change insignificantly. The system (15) will look
like:
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Thus, received the system that combines electrical and economic parameters of
isolated power generating systems with diesel generator, allows calculating dynamic
change of the tariff price when changing level of generated power, or vice versa
[20], [21].

5. RESEARCH OF TRANSITION PROCESSES IN SYSTEM

Dynamic simulation of transient processes in the system when there is a change
and relative to the known initial values, with the parameters listed in Table 1, shows
the macroeconomic balance of the system, because, while production power of gen-
erator is reducing, unit price of power will grow accordingly. In the absence of re-
strictions of increases and, after the transient process, corresponding values will be at
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levels optimal for the condition of the balance in Fisher equation. Simulation results
are shown in Fig. 3.

Fig. 3. Modeling of transition processes

Table 1. Parameters of dynamic model

Parameters  B  CB M V BP  P P0 CP0

Value 15 0.5 1 W/L 50
UAH/L

100000
UAH 1 0 L 1 0 W 1000 W 10

UAH/W

In the period of time t = 0 there is a decrease in the made power by 500 Wt, at the
same time the tariff price increases according to a balance condition.

The resulting system allows calculating the dynamic defaults P and CP after tran-

sient processes completed, when 
dt

dCP  and 
dt
dP  are equal to zero.

From the first equation of (16), calculated relative CP received:

.
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From the second equation of (16), taking into account the expression for CP ob-
tained in (17), derived the following equation:
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To solve a quadratic equation is performed substitution:

),(  BB CCa

),( BBBB CBVMCPb  

,Bc B  

.42 cabD 

Since the money supply M is usually much higher than the value of other compo-
nents of the equation (18), multiplier b will be positive. Accordingly, just one of the
roots of the equation (18) will be positive: )2/()( aDbP  .

Substituting the resulting value P in the equation (17) and solving it, we will found
expression of the tariff price: )/()( PPPCBVMC BP   . With further
research should be considered as a dynamic system parameters change and new static
power value P and tariff price CP, calculated in the steady state, after the transition.

6. CONCLUSIONS

It is offered static model of calculation of the price for various alternative sources.
The developed algorithm of calculation of static price of electricity from alternative
sources of the electric power for the consumer will allow the consumer to make rea-
soned decision on buy/sale the electric power. It is presented   electro-cost model of the
isolated power generating system allowing counting both dynamic change of the gen-
erated power, and dynamic change of the tariff price of the electric power taking into
account static sizes of these parameters after completion of transition processes. Pro-
vided in paragraph IV dynamic model of isolated electro-cost system allows investi-
gating changes in tariff price when the generator is switches to a new power regime.
Using of the proposed electro-cost model of an isolated power generating system al-
lows calculating the dynamic change of generating power and the dynamic change of
the electricity tariff price, taking into account the static values of these parameters
after the transition.
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CHAOTIC PROCESSES IN PWM CONVERTER

The possibility of chaotic oscillations in them is determined. The structure of the chaotic oscilla-
tions in the DC converter is considered. The system stability at various gain values of the feedback
signal is investigated. The task is building a precision DC buck converter. The goal is achieved by
means of providing high feedback signal gain converter operation mode. The work of the converter is
commended in a case of: a) changing the input voltage; b) changing the value of the load resistance.
It is shown that while ensuring the appropriate converter operation mode it is possible to improve
stabilising properties and reduce the system operation frequency.

1. INTRODUCTION

Chaos is largely unpredictable long-term evolution occurring in deterministic,
nonlinear dynamical system because of sensitivity to initial conditions. Power elec-
tronics circuits are rich in nonlinear dynamics. Their operation is characterised by
the cyclic switching of circuit topologies which gives rise to a variety of chaotic
behaviour [1–3].

The first publications in scientific power electronics journals, which investigated
issues related to the chaotic work regimes appeared in the 80s of the 20th century in
the wake of interest in chaos and synergy. The most common bifurcations in power
electronics are Hopf bifurcation (creation of a limit cycle), and the doubling of the
period, which can be observed in other nonlinear systems. Besides that a special
phenomenon can be observed in power electronics systems – border collision, re-
lated to the fact that due to the large velocity of the output parameter change it is
possible to miss the commutation points and transition to lower subharmonics [4].
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There would seem to be two reasons for studying nonlinear dynamics in the con-
text of power electronics:

– to understand better the nonlinear phenomena that occur in power converters,
and thereby avoid undesirable effects,

– to allow converters to be engineered that deliberately make use of effects such
as chaos.

Though the first objective has been achieved to some extent, there are yet few
practical power electronics applications in which subharmonics or chaos bring a dis-
tinct advantage. Nevertheless, with increasing awareness among power electronics
practitioners of nonlinear dynamics, perhaps engineering uses will soon be found for
nonlinear effects. It may be helpful to list the characteristics of chaos, and indicate
some possible application areas [5].

2. PWM CONVERTER MODEL

Processes occurring in the power part of the buck PWM DC (Fig. 1) converter are
described by a system of equations:
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and the processes in the feedback loop are described with the following system  of
equations:
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where E – the power supply voltage; L, C, R, r – linear inductance, capacitance, load
resistance and the internal power supply resistance; u(t), i(t) – the capacitor voltage
and the inductor current respectively; s – switching function, kd – divider transfer coef-
ficient, Ur – voltage reference element.

In accordance with the control system operation algorithm voltage Up (the out-
put voltage of the error signal amplifier) is compared in a comparator with voltage
Ug (Ug(t) = Uag(t – nT)/T , n = 1, 2, 3, ...; 0 ≤ t ≤ T; Uag – the amplitude voltage
value of the scanning voltage ramp generator). On the comparator’s output rectan-
gular pulses that correspond to the intervals of the closed (switching function s = 1
for Uk > 0) and open (s = 0 for 0 ≤ Uk) states of converter’s power key are formed
[3, 4].
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Fig. 1. PWM DC converter

3. CHAOTIC OSCILATIONS STRUCTURE

The structure of the chaotic oscillations varies depending on the gain value. With
gradual increase of it system moves sequentially from steady state to chaotic proc-
esses and vice versa, forming zones of chaotic oscillations corresponding to a certain
range of the coefficient k. For circuit parameters of buck converter: R = 100 Ohms;
r = 0.1 Ohm, L = 0.1 H, C = 10–6 F, E = 1000 V, Ur = 10 V, UM = 10 V, T = 0.001 s,
kd = 0.01, the characteristic polynomial roots p1, p2 are valid (if s = 0 – p1 = –8873.0,
p2 = –1127.0, while at s = 1 – p1 = –8872.8, p2 = –1128.2). Bifurcation diagram for
time between the switching moments for the range of gain change k = 1 – 200 with
increment Δk = 0,01 was built (Fig. 2). On this diagram, chaotic oscillations, which
alternate with local zones of stability (ZS), are displayed [6].

Fig. 2. Bifurcation diagram for time between the switching moments.
CZ – chaotic zone, ZS – zone of stability, TC – transfer curves for different chaotic zones
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Figure 2 shows the chaotic zone CZ-2, CZ-3, which alternate with zones of
stability (ZS) with a repetition period of 3T, 4T, 5T. Clusters of chaotic oscilla-
tions constitute  the separate area of chaotic processes with relevant transfer curves
(TC) [9]. Relation law between the number of homogeneous chaotic processes and
the value of the gain is not linear. Thus, during the transition from the second cha-
otic zone (CZ-2) in the third (3-CZ) the number of homogeneous chaotic processes
increased 2 times at 4, while the other parameters in [9], for a cluster following the
CZ-2, the number of homogeneous random processes is equal to 3. The number of
transfer curves of the corresponding map is also changed. With further increase of
the gain (more than 400), a decrease in the number of homogeneous random proc-
esses from 8 to 4 with a decrease in the number of transfer curves is observed.
This fact also indicates the existence of a non-linear relationship between the
numbers of homogeneous random processes contained in the cluster to the gain of
the feedback loop.

The mapping for the first zone and the resulting process is not different from the
logistic map, and the corresponding process. A different situation is observed for the
chaotic processes corresponding to zones CZ-2, CZ-3. Map, constructed in the usual
manner, leads to an ambiguous map, as shown in Fig. 3, a. Otherwise, the map is
obtained if after each bifurcation point, corresponding to the intersection of the ref-
erence voltage with the feedback signal, transfer origin for the start of the sweep
voltage following the bifurcation point. In this case, the map takes the form shown
in Fig. 3b, where on the central line there are maps for all homogeneous chaotic
process for k = 50; and so-called TC, which provide a transition from one homoge-
neous process to another (over and under the central line) [8].

a) b)

Fig. 3. Poincare map for k = 50
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The nonlinear dependence of the sequence of numbers formed from the integral pe-
riods of the sweep voltage between moments of switching is preserved. For example,
for the third chaotic zone CZ-3, with a gain k = 50, the formed sequence of integers,
corresponding to the number of sweep voltage periods between moments of switching
is given in Table 1 in a second row, where the first row indicates the number of
switching moment.

Table 1. Sequence of switching moments

Switch moment number. 1 2 3 7 ... 15 16 17
Sweep voltage periods number 3 2 2 2 ... 2 2 2
Number of repetitions 1 16

Switch moment number. 18 19 20 21 22 23 24 25
Sweep voltage periods number 1 1 2 2 1 1 1 1
Number of repetitions 2 2 4

The third row of the table shows the number of repetitions of the amount of
switching interval, that forms the second sequence that probably should also have
 a chaotic character [7]. The corresponding timing diagram is shown in Fig. 4.

Fig. 4. Time diagram for Uzw(t)

4. SYSTEM STABILITY

Table 2 shows the characteristic equation roots values for different gain values.
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Table 2. The characteristic equation roots values

Characteristic equation roots values
Gain values

Z1 Z2
6 0.5 0.9
15 –264 –14
20 0.26 –126.66
45 –0.65 –765.875
70 0.153 0.945
80 0.0175 –1163.07

Figure 5 schematically shows the characteristic equation roots location; as can be
seen, in all cases, when the system is unstable, except for k = 15, one of the charac-
teristic equation roots is in a unit circle, and root is shifted to the right with the gain
value increase; second root with the gain value increase is shifted to the left. For
both gain values at which the system is stable, both roots are in the right part of the
unit circle.

Fig. 5. The characteristic equation roots location

5. HIGH FEEDBACK SIGNAL GAIN PWM CONVERTER
OPERATION MODE

Figure 6 shows a schematic representation of the bifurcation diagram, which was
built gain increments k = 0.01 in the range of k = 190; modelling is completed for
500 periods of scanning voltage for each value of k.

From Fig. 6 it can be seen that the 10% input voltage reduction causes the chaotic
oscillations zone moves in the direction of the gain value reduction. When using high
gain it is necessary to consider the position of the local zones of stability. With the big
changes of the input voltage chaotic zone shifted so much that it cover the local zone
of stability. Thus, it is possible to switch the converter to operate with the high gain,
providing around 10% input voltage change.
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Fig. 6. Schematic representation of the bifurcation diagram

Figure 7 shows model’s bifurcation diagram studied with R1 = 4.8 Ohm, with
relevant lines chaotic zones borders changes with 10% load resistance increasing
(R2 = 5.6 Ohm) and decreasing (R3=4.3 Ohm) are shown. As it is shown in Fig. 7,
with increasing of the load resistance value local zones of stability becomes wider
(k = 23 ... 92), and with decreasing – becomes narrower (k = 26 ... 57).

Fig. 7. Bifurcation diagram for different load values

Now the possible range of feedback signal gain can be determined. To ensure the
stable operation mode of converting feedback signal gain should be in two bands.

The first range – from k = 1 to the start of the first chaotic zone. However, this op-
tion cannot provide necessary performance quality of converter.

The second range is located between the first and second chaotic zones and the
feedback signal gain value must be in the range where switching occurs at a constant
frequency. The critical value of gain is the beginning of the second chaotic zone for
the converter with the load resistance R3 = 4.3 Ohm.

Thus, to ensure the stable operation mode the feedback signal gain must be in the
range of k = 67 ... 75. As the calculations for k = 70 showed, the load voltage ripple
factor for the converter with the high feedback signal gain almost hasn’t changed
– KR = umax(t)/umid(t) = 1.036 (with k = 6 KR = 1.013), but the stabilisation rate has
increased – KST = (ΔE/E)/(Δu(t)/u(t)) = 22.25, while for k = 6 KST = 5.11.
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The simulation results indicate that it is possible to build a precision system with
the high feedback signal gain.

Figure 8 shows the voltage and current diagrams for k = 70. As it can be seen,
switching frequency decreases 4 times from: 1) f = 10 kHz to 2) f = 2500 Hz.

Fig. 8. Voltage and current diagrams for k = 70

As shown in Fig. 8, the reduced switching frequency did not change the output
voltage, the frequency change also has not affected the voltage ripple factor and the
stabilisation rate; roots-mentioned characteristics equation and the boundary of the
converter vary slightly. Therefore, by increasing the feedback signal gain it is possible
to reduce the switching frequency of the power key for reducing the switching losses
in the system.

6. COCLUSIONS

The chaotic oscillations processes should not be described by differential equations
of the less than second order. The equation order to boost converter circuit does not
increase and chaotic oscillations in the steady state are not observed.

The cluster of chaotic oscillations does exist, but it is hard to specify how much
homogeneous random processes it consists of and how much transfer curves mapping
it contains because the cluster is described in more difficult conditions of existence.
Relation law between the number of homogeneous chaotic processes and the value of
the gain is not linear

Calculations show that it is advisable to ensure converter operation at a high feed-
back signal gain value to increase the stability and reliability of the system. In addi-
tion, the increasing of the feedback signal gain value may reduce the switching fre-
quency of the system.

An ability of high feedback signal gain operation mode is shown. the load voltage
ripple factor almost hasn’t changed. However, as expected, the stabilisation rate has
increased.
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Also, by increasing the gain of the feedback signal may reduce the switching fre-
quency and the frequency of the system, which reduces switching losses.
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With growing concerns about voltage profile and power factor at distribution networks, the ca-
pacitor banks are invariably installed for reactive power compensation. The reactive power supplied
by capacitor banks is proportional to square of their rated loading voltage. Capacitor banks eventu-
ally increase the loading capacity of feeders, so as to supply more customers through same line sec-
tion. Capacitor banks can be installed anywhere on the network.

The idea of this paper is to reduce total power loss and ensure greater availability of capacitor
bank installed at 132 kV grid station Qasimabad Hyderabad, for reactive power compensation, even
under worst conditions on distribution system. This is achieved by enhancing its location and size. At
present capacitor bank of full size, i.e. of 1.21 Mvar is installed at 11 kV bus of 132 kV grid station
Qasimabad Hyderabad. Moreover this paper suggests small sized capacitor banks that would be in-
stalled at different feeders instead of one large size capacitor bank at 11 kV bus. The voltage profile
and power losses with present sized capacitor bank and the proposed small sized capacitor banks are
compared in this work. The distribution network has been simulated by using MATLAB Simulink.

1. INTRODUCTION

Modern power distribution systems experience rise in power losses during sum-
mer period [1]–[2]. This is mainly related to the excessive use of reactive loads.
Such rise in this nature of load is supplemented with stumpy power factor (~78%)
so it requires large reactive power transfer from the utility via network. The prime
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disadvantage of this issue is the rise of network losses and discount of voltage pro-
file. Low voltage profile leads to malfunctioning or reduction in the lifetime of
electric devices and increases the internal losses of cables and motors; hence de-
creases the efficiency [3]. For reactive power reparation, shunt capacitors are in-
variably installed at grid station. The main purpose of these capacitor banks is to
lessen line and energy losses, sustain paramount voltage regulations at load buses
and advance power network safety [4]. The extent of compensation delivered is
highly associated to the location of capacitors in the utility network which funda-
mentally is the investigation of the position, size, numeral and sort of capacitors to
be installed in the network [5]. A diverse range of investigation has already been
performed on capacitor bank’s placement and size problem in the past. But in this
our research work we have presented a new technique for capacitor bank location
and size so as to lessen total power loss to a greater extent.

Since power distribution network of 132 kV grid station Qasimabad Hyderabad
has four transformers and 25 feeders, spreading geographically to supply major parts
of Hyderabad city. The capacitor banks of 1.21 Mvar are invariably installed at four
transformers buses for reactive power compensation of all feeders. The voltage levels
of distribution feeders have greater voltage drop under the substantial load circum-
stances. Subsequently it offers unproductive facility to its users [6]. Procedures to
resolve this issue are considering different techniques such as indigenous capacitor
discrepancy, loss bargaining through capacitor installations, installation of synchro-
nous generator, improvement through three phase balancing of utility system, con-
structing new substations, erecting new feeders and load balancing among feeders or
incorporating photo voltaic production to distribution networks [7]–[8]. Capacitor
bank position is the usual technique to decrease line losses and to sustain voltage pro-
file beneath the restraints due to economy, modest connection and unpretentious appa-
ratus [9].

However if a big size capacitor bank installed at 11 kV bus fails then regulation for
whole feeder would be lost. Therefore proposed idea is to install small sized capacitor
banks on each individual feeders. The size of this small sized capacitor bank would be
calculated on the basis of reactive power demand of that particular feeder. With this
arrangement not only total power loss reduces but also high availability of capacitor
banks and accurate voltage regulation can be achieved. Means if any of capacitor bank
at any feeder fails then it would not affect the regulation of other feeders as with the
failure of large sized single bank installed at 11 kV bus. Although the cost of replacing
large size capacitor bank installed at 11 kV bus by small sized capacitor banks in-
stalled at individual feeders is more [10] which is actually a disadvantage but mercy is
that the transient produced by small sized capacitor banks are less than that of large
sized capacitor banks. So the power loss contributed by these small sized capacitor
banks would also be small. Therefore the money saved on these losses by small sized
capacitor banks is approximately same as cumulative extra cost invested on these
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small sized capacitor banks for installation.
In this research work, investigative methods have been implemented to examine

the capacitor bank’s position and its size for decimation of total line losses and cost
discount in utility feeders. Also if the location of capacitor is changed from bus with
large capacitor bank to individual feeders with small sized capacitor banks then either
the voltage profile of system is maintained or not. And also it has been analyzed that
whether the system is balanced or unbalanced, it would not affect the system regula-
tion if individual small banks are being installed at different feeders [11]. All these
consequences have analyzed through MATLAB simulations.

2. DISTRIBUTION NETWORK CHARACTERISTICS

2.1. OBJECTIVE FUNCTION AND LINE LOSS ESTIMATION

Mathematically, an objective function is used to express the network’s characteris-
tics. It is used to minimize the power loss and deviation in the voltage [1]–[2]. This
objective function is given by the expression (1):

 
n

iVWPWF 2
2loss1 )1( (1)

where W1 and W2 are the coefficients of the objective function for the line power
losses and voltage deviation, Ploss is the total power loss on the distribution network
and Vi is the magnitude of the voltage on the i-th feeder.

The complex power at any bus, let say at the i-th bus, can be estimated by the ex-
pression (2):

kkkk IVjQP  (2)

where Pk – real power of the k-th feeder, Qk – reactive power of the k-th feeder,
Vk – voltage at the k-th bus.

Gauss-Seidel iterative method can be used for calculating bus voltage and line
losses by using the formula (3) [12]:
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where Vi(k) voltage at i-th bus after 1st iteration, Pk, Qk – active and reactive powers
at k-th bus, Ym,n = ym,n with m  n and jimkmkkk yyyY   1,1,,  with m = n.

In the line section the power loss between the buses i and i + 1, at the power fre-
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quency can be calculated by equation (4) [12]:
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Y  – admittance of the line section between buses i + 1 and

m, 1, iiR  – line connection bus resistance i and i + 1, 1, iiX  – line connection bus reac-
tance i and i + 1.

The total power loss then can be calculated by using equation (5):

  )1,(lossloss iiPP (5)

3. NETWORK REPRESENTATION

Figure 1 represents the 132 kV network of Qasimabad grid station Hyderabad
which is consisting of two 132 kV lines, one is coming from Halla and other from
Jamshoro. The 132 kV voltages are stepped down to 11 kV voltages at grid station by
means of four Transformers, one of the transformer is rated at 40 MVA and other
three are of 26 MVA. It is then distributed to Hyderabad city through 25 feeders.
The 11 kV voltage of the feeder is actually its RMS value, the results calculated below
are based on peak value which would be (11 kV * √2 = 15.554 kV). When there is
heavy load on feeders then a considerable drop of voltage would be observed. For
improving the voltage of system, the capacitor banks are installed at the buses before
the feeders as shown in Fig. 1.
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Fig. 1. Graphical illustration of 132 kV grid station Qasimabad, Hyderabad

4. POWER SYSTEM SIMULINK REPRESENTATION

Figure 2 presents the Simulink model of 132 kV grid station Qasimabad Hydera-
bad. The system was simulated with load of 10 MVA at a 0.87 lagging power factor.
These standards were comprised in our MATLAB/SIMULINK model along with line
inductances, capacitances, and resistances. The most significant components linked to
the buses at the grid station is the static capacitor banks of 1.21 Mvar.

Fig. 2. Simulink model of 132 kV Qasimabad, Hyderabad grid station

5. RESULTS AND DISCISSION

The capacitors banks are normally installed at the buses on the grid station be-
cause the numbers of feeders which carry the actual load are connected to them. If
we install a large capacitor bank at the bus in order to improve the voltage profile
then the feeders which have normal rated loads will get shoot up in their voltages
and may cause damage to associated equipments. Capacitors are always designed
for largest length of feeders so as to maintain voltage at the far end of it. Since the
reactive power supplied by the capacitor is proportional to square of its voltage.
When the system voltage is down then reactive power supplied by capacitor will
also be low and it is not useful because when we need reactive power then at instant
it is not available. It is more convenient to install a separate capacitor bank of small
size at each feeder, so that voltage profile could be corrected to the condition of that
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feeder and unnecessary drop should be avoided [14]. With this configuration the
reliability system also increases because if any one of the bank is out of order then it
will not influence other neighbouring lines.

5.1. BASE CASE

Initially when no capacitor bank was connected to 0 the system at 132 kV grid sta-
tion Qasimabad Hyderabad, the system voltage was below the reference value i-e
15.554 kV (11 kV RMS) down to 14.14 kV (10 kV RMS) due to reactive power re-
quirement as shown in Fig. 3.

Fig. 3. Voltage at distribution network when no capacitor bank in service

5.2. CAPACITOR BANK (1.21 Mvar) IN SERVICE AT BUS

The size of star connected capacitor bank installed at grid station for reactive
power is usually calculated by:

ONCOMPENSATI

2

Power Reactive
X

V
 (6)

Taking XCOMPENSATION = 100 would result in Reactive Power = (11 * 1000)2/100
= 1.21 Mvar. When the capacitor banks of 1.21 Mvar were connected to 11 kV
buses before the feeders, the voltage was increased from 14.14 kV (10 kV RMS)
to 15.554 kV (11 kV RMS) and consequently high frequency transients were also
produced at 0.08 sec of supply voltage frequency as shown in Fig. 4. These high
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frequency transients caused greater power loss in the system. Since now if any of
the bank is out of order then, all the feeders connected to bus would lose their volt-
age regulation. Since the reactive power supplied by capacitor bank is proportional
to square of its voltage, so if bus voltage dips below natural line value then power
supplied by capacitor banks would reduce four times and it would be unavailable
when needed the most.

Therefore it became necessary to install individual small sized capacitor banks at
each feeder according to its own reactive power demand.  Since the load on each
feeder is not same, so the different voltage regulation would be needed for all indi-
viduals.

Fig. 4. Voltage at distribution network when capacitors bank is in service

5.3. PROPOSED SMALL CAPACITOR BANK IN SERVICE AT FEEDER

Our suggested way for calculating reactive power of small sized capacitor banks
which would be installed individually at feeders is:

)..( loadrequiredloadbank fpfpSQ  (7)

Taking: Sload = 3 MVA, p.f.load = 0.87, p.f.required = 0.953 one gets: Qbank = 250 kvar.
When capacitor bank of 250 kvar is connected across the Defence feeder installed

at 132 kV grid station Qasimabad having load of 3 MVA with a power factor of
0.87 then its voltage improved to exactly 15.554 kV (11 kV RMS) and power factor
was corrected to 0.953 as shown in Fig. 5.

Since from our above Table 1 it is proved that we can replace large sized capacitor
bank having cost of US $ 8000/unit installed at 11 kV bus of 132 kV grid station
Qasimabad Hyderabad at by small sized capacitor banks installed at individual feeders
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with approximately same price as whole of US $ 900/unit and same performance. Yes
it is clear that somewhat cost is high, like for six different feeders on single bus the
cumulative cost of all small sized capacitor banks would be: Cost = 900 * 6 = $ 5400,
which is greater than $ 4000 for single 1.21 Mvar. Since the price of replacing banks
for small sized capacitor is surely greater but the amount of money saved on loss reduc-
tion is much more than to it, because this replacement expenditure is just for once, then
after saving would be for whole life of capacitor banks. The biggest advantage is that high
availability of capacitor bank would have been achieved with this arrangement.

Fig. 5. Voltage at distribution network when small capacitor banks are in service

Table 1. Different companies’ capacitor banks with their size and price

S. No. Name of Brand Rated Voltage Rated Power Price Per Unit
1 TK 11 kV 1.21 Mvar US $ 4000
2 Daelim 11 kV 1.11 kvar US $ 7200
3 HV shunt capacitor 1 kV~20 kV 50–800 kvar US $ 5000–1800000
4 HOMOR 11 kV 100–10 000 kvar US $ 900
5 ZHIYUE 11 kV 30–334 kvar US $ 50–450
6 JCKN 11 kV 250 kvar US $ 100–1000
7 ONLYSTAR 6.3–12 kV 50–500 kvar US $ 200–2000
8 WIRUN 300 V–12000 V 100–500 kvar US $ 20–1500

Table 2 shows the characteristic of Defence feeder with old installed capacitor
bank and new proposed capacitor bank. It is perceived that total line loss for the
utility feeder is 185564 W and loss discount is 12.364% with installed capacitor bank
of 1.21 Mvar. But with the proposed capacitor bank the total power loss reduces to
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169892 W and loss reduction comes to 12.982%. It is therefore less than total power
loss of system. The cost per kvar is also less than that of installed bank. All these re-
sults are being calculated and generated by using equations (3), (4) and (5), which are
stated above and results are being verified by means of simulations shown above.
Thus proposed method offers more accurate reactive power compensation and more
loss decimation for a utility feeder.

Table 2. Comparative analysis between installed and proposed capacitor banks

With
Capacitor BankParticulars Without

Capacitor Bank 1.21 Mvar 250 kvar
Maximum Voltage in kV 10.76 11 11.03
Minimum Voltage in kV 10 10.87 10.98
Total loss in (kW) 191.431 185.564 169.892
Cost/kvar $ 0.512 0.353 0.312
Loss reduction (%) 0 12.364 12.982

The proposed method offers more accurate reactive power compensation, effective
loss reduction and perfect balance of voltage profile for each distribution feeder. This
idea was implemented over all 25 feeders and resulting characteristics were illustrated
in Table 3. It shows the loading ability of different feeders and on this basis size of
capacitor bank was evaluated. With this proposed bank, the associated percentage loss
reduction and limit of voltage profile for all 25 feeders is shown in Table 3.

Table 3. Characteristics analysis of different feeders at 132 kV grid station Qasimabad Hyderabad

Sr.
No.

Load of Feeder
(MVA)

Proposed Capacitor Bank Size
(kvar)

Power Loss Reduction
(%)

Voltage Profile
(p.u.)

1 2 3 4 5
1 4.5 375 12.657 1.003
2 2.8 235 12.432 1.002
3 1.5 125 11.987 1.007
4 3 250 12.982 1.006
5 0.55 46 12.232 1.008
6 0.88 75 12.752 1.005
7 3.85 320 11.879 1.004
8 0.44 38 12.675 1.005
9 1.76 150 12.314 1.008

10 0.99 85 13.123 1.006
11 1.65 140 12.573 1.000
12 1.76 148 12.773 1.001
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13 0.11 10 12.586 1.002
14 2.09 175 11.921 1.000
15 0.11 10 13.142 1.003

1 2 3 4 5
16 2.09 175 12.148 1.006
17 1.1 95 12.865 1.009
18 1.32 110 12.554 1.000
19 0.99 85 12.813 1.003
20 1.43 120 11.971 1.005
21 1.43 120 12.745 1.002
22 1.1 95 12.963 1.005
23 1.87 160 12.461 1.007
24 0.88 75 11.978 1.004
25 0.11 10 12.785 1.003

6. CONCLUSION

Since the enhancement of voltage profile, the reduction of line losses and their
prices at 132 kV grid station Qasimabad Hyderabad were discussed in this research
work by augmenting the size and location of the capacitor bank. It was analysed
and calculated that installed capacitor banks of 1.21 Mvar at 132 kV grid station
Qasimabad Hyderabad should be replaced with small sized bank of about 250 kvar
calculated according to feeder load, which is different for different feeders. This
proposed bank is to be installed at individual feeders, so that regulation characteris-
tics on each it can be obtained precisely according to its reactive power demand.
This technique also facilitates the high availability of capacitor banks which should
be met during the peak load hours. Also with small sized capacitor banks less am-
plitude and low frequency transients would be produced, so the power losses in the
system were found to be least. The cost of small sized capacitor banks with the sum
to approximate the large sized single capacitor bank was high but the loss reduction
and function of high availability obtained through the small sized capacitor banks
were more outstanding than that of cost difference. It is therefore can be concluded
that the results from suggested technique were preeminent; which guarantees the
dominance of this proposed effort.

7. FUTURE RECOMMENDATIONS
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Practical implementation of the capacitor bank placement technique requires
further cost benefit analysis which in turn depends upon cost of capacitor bank and
energy saving. Also the repeated simulation results could be used to develop
a model using any artificial intelligence technique. This technique can accurately
predict the location and size of capacitor bank for any load conditions without
making any delay.  It gives the great edge to implement our proposed technique
practically.
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